Introduction

Magnetic resonance imaging (MRI) has been one of the most frequently used medical imaging modalities due to its high contrast among different soft tissues, high spatial resolution across the entire field of view, and multi-spectral characteristics [1,2]. In MR image analysis, noise is one of the main sources of quality deterioration not only for visual inspection but also in computerized processing such as tissue classification, segmentation and registration [3,4]. Consequently, noise removal in MR images is important and essential for a wide variety of subsequent processing applications. In the literature, abundant denoising algorithms have been proposed, most of which require laborious tuning of parameters that are often sensitive to specific image features and textures. Automation of these parameters through artificial intelligence techniques will be highly beneficial. However, this will induce another problem of seeking appropriate meaningful attributes among a huge number of image characteristics for the automation process. This paper is in an attempt to systematically investigate significant attributes from image texture features to facilitate subsequent automation processes.

Over the decades, Gaussian filters have been widely used in many MR image processing applications due to its simplicity [5]. Although the Gaussian filter smooths noise quite efficiently edges are blurred significantly. To preserve the sharpness, a nonlinear method called the anisotropic diffusion filter [6] has been proposed. In their approach, pixel values were averaged from neighborhoods, whose size and shape depended on local image variation that was measured at every point. One promising technique that attempted to improve the Gaussian filter was the bilateral filter [7]. The essence of this approach is to combine both geometric closeness in the spatial domain and gray value similarity in the range as a nonlinear filter for image denoising. It has been shown that the bilateral filter performed effectively in MR image noise suppression and it has been the object of many further studies [8,9].

Indeed, most denoising algorithms require laborious tuning of parameters that are often sensitive to specific image features and image textures. Automation of these parameters through artificial intelligence techniques will be highly beneficial. However, this will induce another problem of seeking appropriate meaningful attributes among a huge number of image characteristics for the automation process. This paper is in an attempt to systematically investigate...
significant attributes from image texture features to facilitate subsequent automation processes.

Related Works

Gray level co-occurrence matrix (GLCM)

Statistical features of gray levels were one of the earliest methods used to classify textures. The gray level co-occurrence matrix (GLCM) [10] extracts second order statistics based on the repeated occurrence of some gray-level configuration in an image. This configuration varies rapidly with respect to distance in fine texture regions and slowly in coarse texture images. More specifically, the GLCM is defined as a matrix of frequencies at which two pixels, separated by a certain vector, occur in the image. For an image of L gray levels, the distribution in the L × L matrix depends on the angular and distance relationship between pixels based on gray tone spatial dependencies using

\[ M(i, j) = \sum_{x=-\Delta x}^{\Delta x} \sum_{y=-\Delta y}^{\Delta y} \begin{cases} 1, & \text{if } W(x, y) = i \text{ and } W(x+\Delta x, y+\Delta y) = j \\ 0, & \text{otherwise} \end{cases} \]

(1)

Where \( M(i, j) \) is the quantized gray tone at position \((i,j)\) with \(L_j = 0,1,\ldots, L-1, W_x \) and \(W_y\) are the dimension of the resolution cells of the image ordered by their row-column designations, \(W(x,y)\) is the gray level value in the cell, and \(\Delta x\) and \(\Delta y\) are the spatial relation between two adjacent pixels defined by the angle \(\theta\) and distance \(d\) from the cell origin. For certain distance \(d\), there are eight neighboring pixel-pairs in four independent directions corresponding to \(\theta = 0^\circ, 45^\circ, 90^\circ,\) and \(135^\circ\), respectively. This texture-content information is then normalized to obtain the matrix of relative frequencies \(P(i, j)\) as

\[ P(i, j) = \frac{M(i, j)}{\sum_{i=0}^{W_x-1} \sum_{j=0}^{W_y-1} M(i, j)} \]

(2)

Table 1 summarizes most frequently used textural features and their formulas based on Eq. (2).

2-D discrete wavelet transform (2-D DWT)

Wavelets are mathematical functions that decompose an image into a hierarchy of scales ranging from the coarsest resolution to the finest resolution [11]. With the representation of an image at various scales, wavelet transforms provide a good mechanism for feature extraction. The 2-D discrete wavelet transform (DWT) transforms an image from its spatial domain into the frequency domain. By wavelet transform, we mean the decomposition of an image with a family of real orthonormal bases obtained through translation and dilation of a kernel function. Four subbands, namely LL1 (low-low), LH1 (low-high), HL1 (high-low), and HH1 (high-high), are obtained by the 1st order horizontal and vertical transformations sequentially. To obtain more detail information, the LL1 subband is further decomposed into four 2nd order subbands as illustrated in Figure 1.

After decomposing the images, the local wavelet coefficients in each subband can be computed based on the following energy equations [12]:

- Norm-1 energy: \( e_1 = \frac{1}{MN} \sum_{m=1}^{M} \sum_{n=1}^{N} |x(m,n)| \)

- Norm-2 energy: \( e_2 = \frac{1}{MN} \sum_{m=1}^{M} \sum_{n=1}^{N} |x(m,n)|^2 \)

- Standard deviation: \( e_3 = \frac{1}{MN} \sum_{m=1}^{M} \sum_{n=1}^{N} |x(m,n) - \bar{x}|^2 \)

where \(x(m,n)\) represents the subband under consideration, \(M\) and \(N\) represent the dimension of the subband with \(1 \leq m \leq M\) and \(1 \leq n \leq N\), and \(\bar{x}\) is the arithmetic mean of \(x(m,n)\) using

\[ \bar{x} = \frac{1}{MN} \sum_{m=1}^{M} \sum_{n=1}^{N} x(m,n) \]

Methods

The proposed methods are depicted in Figure 2, which consists of two phases: feature extraction and feature selection.

Feature extraction

In our approach, three different categories are used to extract image features as illustrated in Figure 3:

- Image statistics: We compute the mean intensity (Mean), standard deviation (SD), variance (VAR), and entropy (ENT) of the input gray-level MR image.

- GLCM: We first compute the difference image \(D\), which is the difference between the input image \(I\) and its Gaussian filtered image \(I_{gs}\), using

\[ D = I - I_{gs} \]

\[ I_{gs} = \frac{1}{\sqrt{2\pi \sigma^2}} \exp\left(-\frac{x^2}{2\sigma^2}\right) \]

\[ \sigma = 0.5 \times \text{max}(I) \]

Table 1: Image texture features and equations in the GLCM category.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angular Second Moment</td>
<td>( ASM = \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} P_{ij}^2 )</td>
</tr>
<tr>
<td>Contrast</td>
<td>( CON = \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} P_{ij} )</td>
</tr>
<tr>
<td>Entropy</td>
<td>( ENT = \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} P_{i,j} )</td>
</tr>
<tr>
<td>Homogeneity</td>
<td>( HOM = \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} P_{ij} )</td>
</tr>
<tr>
<td>Dissimilarity</td>
<td>( DIS = \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} P_{ij} )</td>
</tr>
<tr>
<td>Mean</td>
<td>( M_1 = \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} P_{ij} )</td>
</tr>
<tr>
<td>Standard Deviation (SD)</td>
<td>( \sigma_1 = \sqrt{\sum_{i=0}^{M-1} \sum_{j=0}^{N-1} P_{ij} (i - \mu_1)^2 ), \sigma_2 = \sqrt{\sum_{i=0}^{M-1} \sum_{j=0}^{N-1} P_{ij} (j - \mu_2)^2 }}</td>
</tr>
<tr>
<td>Correlation</td>
<td>( COR = \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} P_{ij} ) ( \frac{(i - \mu_1)(j - \mu_2)}{\sigma_1 \sigma_2} )</td>
</tr>
</tbody>
</table>

Figure 1: Illustration of the 2-D DWT procedure. (a) Original image; (b) One stage 2-D DWT; (c) Two stage 2-D DWT.

Figure 2: Flowchart of the proposed texture feature evaluation methods.

Figure 3: Categories of the evaluated image texture features: (a) image statistics, (b) GLCM, and (c) 2-D DWT.
\[ I = I' - I_D \]  \hspace{1cm} (7)

Subsequently, we compute the GLCM texture features using \( I \) as the input image in Eq. (1) with \( d = 1 \).

2-D DWT: In this category, we first compute the normalized image \( I' \) using

\[ I'(i,j) = \frac{I(i,j)}{\left( \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} I(k,j)^2 \right)^{1/2}} \]  \hspace{1cm} (8)

As illustrated in Figure 3c, we perform the one and two stages of \( I' \) for the wavelet features using the Haar wavelet transform [13] for its simplicity and effectiveness. Finally, we compute the wavelet energy coefficients based on Eqs. (3)-(5).

### Feature selection

In summary, there are 60 different image texture features that are obtained based on the three feature extraction methods in every image. To obtain the most significant attributes, a paired-samples t-test [14,15] is then applied to each individual image features to evaluate the ability of discrimination in two categories: noise level and slice position. The position is based on the distinguishing ability between noise levels, intensity distributions, and anatomical geometries according to the average p-value.

### Experimental Results and Discussion

A wide variety of images were adopted for the evaluation of the proposed methods including the famous BrainWeb [16] image data of T1-weighted MR image volumes with various levels of noise and intensity non-uniformity. In this database, the images are classified into five different noise levels: 1%, 3%, 5%, 7%, and 9% and three different intensity non-uniformities: 0%, 20%, 40%. Sixty texture features in three categories as described in Sections 2 and 3 were computed in each individual T1-weighted 1mm MR image for the evaluation.

### Table 3: T-test results based on the p-value: slice position.

<table>
<thead>
<tr>
<th>Classification: slice position</th>
<th>p-value</th>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>p-value &lt; 0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01, 0.02</td>
<td>e1(LL2)</td>
<td></td>
</tr>
<tr>
<td>0.02, 0.03</td>
<td>e3(LH2), e1(LL1), e2(LH1), L2(H2)</td>
<td></td>
</tr>
<tr>
<td>0.03, 0.035</td>
<td>e3(HL2), Mean, e1(LH2)</td>
<td></td>
</tr>
<tr>
<td>0.035, 0.04</td>
<td>e2(HH2, LL1)</td>
<td></td>
</tr>
<tr>
<td>0.04, 0.05</td>
<td>e2(LL2), e1(HL2)</td>
<td></td>
</tr>
<tr>
<td>p-value ≥ 0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.05, 0.07</td>
<td>e2(HL2)</td>
<td></td>
</tr>
<tr>
<td>0.07, 0.09</td>
<td>e2(HL1), e3(LL1)</td>
<td></td>
</tr>
<tr>
<td>0.09, 0.2</td>
<td>e3(LL2), e1(LH1), VAR, SD, e1(HH2)</td>
<td></td>
</tr>
<tr>
<td>0.2, 0.4</td>
<td>e3(HH2, LH1), e1(HL1), ENT, e3(HL1)</td>
<td></td>
</tr>
</tbody>
</table>

### Table 4: Discrimination results using different numbers of texture features.

<table>
<thead>
<tr>
<th>Number (p-value)</th>
<th>Noise Level (%)</th>
<th>1</th>
<th>3</th>
<th>5</th>
<th>7</th>
<th>9</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 (p &lt; 0.02)</td>
<td>Correct</td>
<td>11</td>
<td>11</td>
<td>7</td>
<td>4</td>
<td>10</td>
<td>43</td>
</tr>
<tr>
<td>7 (p &lt; 0.03)</td>
<td>Correct</td>
<td>19</td>
<td>18</td>
<td>19</td>
<td>17</td>
<td>18</td>
<td>91</td>
</tr>
<tr>
<td>21 (p &lt; 0.035)</td>
<td>Correct</td>
<td>10</td>
<td>14</td>
<td>15</td>
<td>8</td>
<td>14</td>
<td>61</td>
</tr>
<tr>
<td>27 (p &lt; 0.05)</td>
<td>Correct</td>
<td>10</td>
<td>6</td>
<td>5</td>
<td>12</td>
<td>6</td>
<td>39</td>
</tr>
</tbody>
</table>

Tables 2 and 3 present the order of significance based on the average p-value of each individual feature using the t-test in noise level and slice position, respectively. While the majority of the features with p < 0.05 are from the GLCM category in Table 2, the majority of significant features in Table 3 are contributed by the wavelet category. More specifically, the features of contrast (CON), dissimilarity (DIS), standard deviation (SD), angular second moment (ASM), and homogeneity (HOM) in the GLCM class were more sensitive to the changes in noise level. On the other hand, the mean intensity (Mean) and the norm energy (e1 and e2) and standard deviation (e3) features in the 2-D DWT category performed best in distinguishing slice positions.

To further understand the ability of these features in classifying noise level and slice position in new datasets, we used T1-weighted
but 5mm MR image volumes from the BrainWeb. The images were divided into 90 different combinations that resulted from 18 structural similarities multiplied by five noise levels. To obtain the optimal number of features for the best discrimination, the image features were then inserted into the classification tree of the classification and regression tree (CART) algorithm [17] for further evaluation. Five nodes corresponding to five different noise levels were adopted in the CART process. Table 4 presents the testing results with respect to different numbers of the image features from Tables 2 and 3 by randomly selecting 100 images. Herein, only the cases with the numbers of 2, 7, and 21 were presented for simplicity. The feature number 2 corresponded to the features with p < 0.02, 7 with p < 0.03, and 21 with p < 0.035. It is evident that seven features achieved the best accuracy with 91 corrects in total. They are respectively CON (90°) and DIS (90°) from the GLCM category and e3 (LH1), e1(LL2), e3(HL2), e1(LL1), and e2(HL1) from the 2-D wavelet category.

Conclusion

We have introduced a new framework to systematically investigate significant attributes from various image features and textures for the automation process in denoising MR images. A total number of 60 image attributes were considered that are based on three categories: image statistics, GLCM, and 2-D DWT. A paired-samples t-test was applied to each individual image features computed in every image to evaluate the discrimination ability. A wide variety of T1-weighted MR images from the BrainWeb dataset were used to evaluate and test the image features. Experimental results indicated that an optimal number of seven image features performed best in distinguishing MR images with various combinations of noise levels and slice positions. These features of CON (90°), DIS(90°), c3(LH1), e1(LL2), c3(HL2), e1(LL1), and e2(HL1) can be incorporated into denoising procedures for parameter-free automation purpose in the future.
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